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Abstract—In this paper, we propose a synthetic generation method for time-series data based on generative adversarial networks (GANs) and related application to data augmentation for biosignal classification. GANs are a recently proposed framework for learning a generative model, where two neural networks, one generates synthetic data and the other discriminates synthetic and real data, are trained while competing with each other. In the proposed method, each neural network in GANs is developed based on a recurrent neural network using long short-term memories, thereby allowing the adaptation of the GANs framework to time-series data generation. In the experiments, we confirmed the capability of the proposed method for generating synthetic biosignals using the ECG and EEG datasets. We also showed the effectiveness of the proposed method for data augmentation in the biosignal classification problem.

I. INTRODUCTION

Biosignals such as electrocardiogram (ECG) and electroencephalogram (EEG) strongly reflect human internal states. In particular, abnormality in the human body including diseases can cause visible changes in the patterns of biosignals. For example, epilepsy induces drastic changes in the amplitude and frequency of EEG. Abnormality in the human body can therefore be detected by classifying patterns of biosignals. In fact, physicians refer to the pattern of biosignals to diagnose diseases and to decide the direction of treatment.

Many studies have investigated the classification of biosignals using machine learning techniques including deep learning [1], [2]. Thanks to the development of deep learning, some studies achieved drastic increase in classification accuracy.

One of the limitations of deep learning-based techniques is that a large amount of training data is required to obtain enough accuracy; thus the number of training data is important in the practical applications. Unfortunately, the number of training data is often limited in the real-world biosignal classification problems. There are two main reasons for this. One is that the number of participants for the measurement is limited under some conditions. The other is that a special qualification or expert knowledge is required for annotation to label each sample. Therefore, it is necessary to manage with limited training data.

To synthetically increase the number of training data, many data augmentation techniques have been proposed. Appropriate data augmentation is effective for improving classification accuracy [3]. The simplest method for data augmentation is the synthesis of given data using interpolation and extrapolation. The disadvantage of this method is that the variety of synthesized data is limited depending on the density of given data. Another method often used is a generative model. In generative models, the generation process of the observations is drawn from a probability distribution, and new data are then generated based on a random process. Generally speaking, generative models show a good performance only if the assumed model structure is good enough approximates the true data distribution. To satisfy this requirement, mathematical models constructed based on the domain dependent knowledge are often required.

Generative adversarial networks (GANs) [4] are a recently proposed framework for learning a generative model. In GANs, two neural networks, one generates synthetic data and the other discriminates the synthetic data from real data, are simultaneously trained while competing with each other. Using this framework, it is possible to generate data similar to given observations without domain dependent knowledge of the target. In recent years, many studies using GANs have been proposed, and the effectiveness for data augmentation has also been reported [5]. However, these studies mainly focus on the generation of images, and only few studies reported the generation of time-series data [6]. To the best of our knowledge, the generation of biosignals using GANs has not been reported.

In this paper, we propose a generation method for time-series data based on GANs and related application to data augmentation for biosignal classification. In the proposed method, each neural network in GANs is developed based on a recurrent neural network (RNN) using long short-term memories (LSTM) [7] for its hidden layers, thereby allowing the adaptation of the GAN framework to time-series data generation. In the experiments, we verified the capability of the proposed method for generating synthetic biosignals using two datasets.

The primary contributions of this work are as follows:

- The capability of GANs for generating biosignals is verified.
- The effectiveness for data augmentation was evaluated via biosignal classification experiments.
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II. SYNTHETIC TIME-SERIES DATA GENERATION METHOD

A. Generative Adversarial Networks

GANs are a framework for estimating generative models proposed by Ian Goodfellow in 2014 [4]. GANs have received much attention in recent years, particularly in the computer vision community, and various derivatives have been proposed by changing their learning methods and structures.

GANs consist of two different networks. One is a generative model called a generator. A vector of random numbers is fed into this network, and data with the same dimensions as the training data is produced. The other is a discriminative model called a discriminator. In this network, training data and the data generated by the generator are input. The network then discriminates whether the input is training data or generated data.

In the GANs framework, the generator and the discriminator are trained adversarially. The relationship between them is often compared to that of banknote counterfeiters and police. The generator learns to generate data that the discriminator identifies as training data and z, respectively. The training procedures are as follows: First, m samples of random sequences \( \{z^{(1)}, \ldots, z^{(m)}\} \) are sampled from noise distribution \( p_z \). Similarly, m samples of data \( \{x^{(1)}, \ldots, x^{(m)}\} \) are sampled from the training dataset. The weights of \( D \) are updated by ascend its stochastic gradient:

\[
\nabla \theta_D \frac{1}{m} \sum_{i=1}^{m} \log D \left(x^{(i)}\right) + \log \left(1 - D \left(G \left(z^{(i)}\right)\right)\right) .
\]

Furthermore, \( m \) samples of random sequences \( \{z^{(1)}, \ldots, z^{(m)}\} \) are sampled from \( p_z \) again. The weights of \( G \) are then updated by descending its stochastic gradient:

\[
\nabla \theta_G \frac{1}{m} \sum_{i=1}^{m} \log \left(1 - D \left(G \left(z^{(i)}\right)\right)\right) .
\]

These steps were repeated for the number of training iterations.

![Fig. 1: Proposed time-series data generation method](image)
The gradients with respect to weights in the networks are calculated using the back propagation through time method. The weights are then updated based on the updating rule proposed in [8]. Using this updating rule, we can avoid the mode collapse and eliminate the bias in the data generated from the generator.

III. EVALUATION OF THE PROPOSED METHOD FOR DATA AUGMENTATION

A. Experimental Setup

To verify the validity of data augmentation using the proposed method, we conducted biosignal classification experiments. The effectiveness of data augmentation using the proposed method was evaluated by adding data generated from the proposed method to training data for a classifier. In addition, we assessed the changes in accuracy in accordance with the number of augmented data and compared to those with other existing data augmentation methods.

In this experiment, we used two biosignal datasets. One is an EEG dataset called “ECG 200” created by Robert Thomas Olszewski [9]. This dataset consists of 200 samples of ECG series. Each series traces the electric activity during one heartbeat, and the length of each series is 96. Out of 200 samples, 133 are labeled as normal and the remaining 67 are myocardial infarction (referred to as abnormal hereinafter). We randomly extracted 60 samples for each class to make the number uniform, and split them into 20, 4, and 36 for training, validation, and testing, respectively. The other is an EEG dataset called “Epileptic Seizure Recognition Data Set” donated by Qiuyi Wura [10]. This dataset contains 9200 normal series and 2300 abnormal series recorded during epileptic seizure. We randomly extracted 2300 samples for each class to make the number uniform, and split them into 460, 184, and 1656 for training, validation, and testing, respectively. The length of each series is 178.

In the training of the proposed method, we used whole training data for each dataset. In the ECG dataset generation experiment, the numbers of LSTM units for the generator and the discriminator was \( I = J = 200 \), and the numbers of layers of LSTM layer were \( L = M = 3 \). In the EEG dataset generation experiment, the parameters were set as \( I = J = 300 \), and \( L = M = 4 \).

For classification, we used a neural network constructed based on LSTMs as a classifier. This network consists of two hidden layers with 20 LSTM units for each layer and a fully connected layer as the output layer with a softmax activation function. Full batch learning was used regardless of the number of training data. For the training data of the classifier, we used data generated from the proposed method as data augmentation in addition to the original training data. The classification accuracy was then calculated for the testing data by changing the number of augmented data from 0 to 400 at intervals of 40 samples for the ECG dataset, and from 0 to 9,200 at intervals of 920 samples for the EEG dataset.

B. Comparative Data Augmentation Methods

We compared the results using the proposed method with those using three existing data augmentation methods. The first method is noise addition. The training data are augmented by adding noise generated from a Gaussian distribution.

\[
x^{(i)}_t = x^{(i)}_t + \gamma x, \quad X \sim N(0, \sigma^2),
\]

where \( x^{(i)}_t \) is the \( i \)-th sample of the training data, \( N(0, \sigma^2) \) is a Gaussian distribution with a mean of zero and a variance of \( \sigma^2 \), and \( \gamma \) is a constant value. Variance \( \sigma^2 \) was calculated from the training data and \( \gamma \) was set as 0.5. The second method is the interpolation. New samples are synthesized based on the linear interpolation between the original samples as

\[
x^{(i)}_t = \lambda x^{(i)}_t + (1 - \lambda) x^{(k)}_t,
\]

where \( x^{(k)}_t \) is the training sample most similar to \( x^{(i)}_t \), and \( \lambda \) is the coefficient related to interpolation. The similarity between samples is calculated by dynamic time warping (DTW). The third method is the Hidden Markov Model (HMM). Each state of the HMM was constructed with a Gaussian distribution. The number of states of the HMM was determined based on Akaike’s Information Criterion (AIC).

C. Results

Fig. 2 shows examples of the original and generated data using the proposed method. Fig. 2(a) and (b) are the examples for the ECG dataset and the EEG dataset, respectively. In each figure, three medoids obtained by \( k \)-medoids clustering \((k = 3)\) are shown as original signal examples. For generated signal examples, a sequence most similar to each original signal example is selected based on DTW. Fig. 3 shows the comparison of the generated data for the EEG dataset with the other methods.

Fig. 4 shows the comparison of classification accuracy for (a) the ECG dataset and (b) the EEG dataset. In each figure, the changes in accuracy according to the number of augmented training data are shown for each data augmentation method.

D. Discussion

In Fig. 2, it can be confirmed that the proposed method generates time-series data that have similar characteristics to the original data. For the ECG dataset, the peak near the initial time point and the rapid decrease and increase around the 30th time point are traced. Variations in frequency and amplitude for the EEG dataset are also mostly reproduced. Furthermore, the generated data have different characteristics for each class. In Fig. 3, the data generated by the noise addition and the HMM seem to have higher frequency than the original data because these methods directly use Gaussian noise during the data generation. On the other hand, the interpolation tends to generate smooth waveforms whereas the detailed features are lost.

The effectiveness of data augmentation by the proposed method was confirmed from the changes in classification accuracy.
In the proposed method, each neural network is trained on synthetic time-series data based on GANs. We also applied data augmentation using the proposed method. The results showed that the data augmentation by the proposed method was over 2,000. These results showed the effectiveness using GANs is developed based on a RNN using LSTM units for its hidden layers, thereby allowing the generation of time-series data.

In the experiments conducted during the study, we confirmed the capability of the proposed method for generating synthetic biosignals using the ECG and EEG datasets. We also evaluated the effectiveness of the proposed method for data augmentation in the biosignal classification problem and compared with the other existing data augmentation methods. The results showed that the data augmentation by the proposed method is effective.

In future work, we will conduct further analysis of the relationship between the generated data and the latent space.

IV. CONCLUSION

In this paper, we proposed a generation method for synthetic time-series data based on GANs. We also applied the proposed method to data augmentation for biosignal classification. In the proposed method, each neural network accuracy in Fig. 4. In Fig. 4(a), the accuracy increased if the number of augmented data was appropriate although the increase was small and the differences from the other methods were slight. In Fig. 4(b), however, the classification accuracy monotonically increased according to the number of augmented data, and the proposed method showed the highest performance when the number of augmented data was over 2,000. These results showed the effectiveness using the data augmentation using the proposed method.
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