Scribbles for Metric Learning in Histological Image Segmentation
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Abstract—Segmentation is a fundamental process in biomedical image analysis that enables various types of analysis. Segmenting organs in histological microscopy images is problematic because the boundaries between regions are ambiguous, the images have various appearances, and the amount of training data is limited. To address these difficulties, supervised learning methods (e.g., convolutional neural networking (CNN)) are insufficient to predict regions accurately because they usually require a large amount of training data to learn the various appearances. In this paper, we propose a semi-automatic segmentation method that effectively uses scribble annotations for metric learning. Deep discriminative metric learning re-trains the representation of the feature space so that the distances between the samples with the same class labels are reduced, while those between ones with different class labels are enlarged. It makes pixel classification easy. Evaluation of the proposed method in a heart region segmentation task demonstrated that it performed better than three other methods.

I. INTRODUCTION

Sliced histological imaging is a promising technology for investigating 3D structures during embryogenesis because it can produce images with sufficient resolution to enable observation of single cells on an organ. This enables more detailed analysis than with micro-CT and MRI imaging.

The aim of this study is to develop a method for segmenting the mouse heart region in 3D histological microscopy images. Analysis of the 3D structure of organs is performed by slicing a histological tissue and then capturing images of the slices by a microscopic scanner. To reconstruct the entire 3D region of an organ, the target organ region (i.e., heart) is segmented in each slice, and then these segmentation results are aggregated to make the 3D structure.

Such segmentation has three main difficulties. First, the boundary between the heart and adjacent regions is ambiguous, as shown by the middle and right images in Fig. 1, in which the difference in texture is insignificant. It is very difficult for an untrained technician to segment such images. Second, the sliced images of mouse embryos have various appearances due to differences in the slice angle and staining, as shown by the images on the left in Fig. 1, which the shape and color greatly differ. Third, annotation for 3D segmentation is time-consuming and can only be done by trained biological experts. Therefore, the amount of training data for a machine learning approach is limited.

These difficulties limit the applicability of supervised learning algorithms. Although CNN [1] has been shown to outperform traditional computer vision techniques in various segmentation tasks, CNN is not well suited for the histological segmentation task since it requires a large amount of training data to learn the various types of appearances for accurate prediction.

Another approach to segmenting regions is to use additional rough annotation (scribbles) for the test data. For example, in graph-cut segmentation, scribbles indicating the heart region and other regions are added to the test data, and then an energy function is optimized by using the scribbles as seeds. The energy function consists of a data term and a smoothness term. How to design the data term for accurate region prediction is problematic due to the limitation.

Contribution: The main contribution of this work is proposing a segmentation method that effectively uses scribble annotations as part of the test data, not only for graph-cut segmentation but also for metric learning-based feature representation. The key feature of our approach is that the feature space is retrained to represent the discriminative features in the test data. This is important because the image appearance (feature) produced by CNN of the test data may differ slightly from that of the training data due to the various appearances and the small amount of training data. Metric learning is used to retrain the representation of the feature space by using a small amount of additional labeled data from the test data so that the distances between samples with the same class label are reduced, while those between samples with different class labels are enlarged. This facilitates pixel classification. We use the features produced by metric learning as the data term of the energy function in the 3D graph-cut segmentation, enabling it to perform highly accurate 3D segmentation. The proposed method was
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Fig. 1. Examples of sliced images. Left: Entire images for two examples, in which the slice angles differ. Appearance and color differ greatly. Middle: Enlarged images of boundary between heart region and other regions, where green shows heart regions. Right: Enlarged original images corresponding to middle images. Difference in texture along boundary is insignificant.
evaluated in a heart segmentation task using actual sliced histological images of early mouse embryos. It achieved the best performance compared with three other methods.

II. RELATED WORK

Several methods for segmenting an organ in a mouse embryo image obtained by micro-CT or micro-MRI imaging have been proposed. Zamyadi et al. [2] used an automated intensity-based group-wise registration approach that optimizes the transformation parameters used to register mouse embryos in MRI images. Wong et al. [3] proposed an atlas-based segmentation method for CT-images. These methods cannot be directly applied to sliced histological images since the target data have various slice angles.

More recently, CNN-based segmentation methods have been proposed and shown to outperform traditional computer vision techniques in various tasks. In particular, U-net [4] has been widely used for medical image segmentation. Many segmentation CNNs have been proposed that incorporate a graphical model [5][6][7][8], spatial pyramid pooling [5][9][10], dilated convolution [11], or multi-scale inputs (i.e., image pyramid) [5][12][13][14] for deep learning. Tokunaga et al. [15] proposed multi-field-of-view U-net (M-Unet), which uses the context of multi-magnifications. As discussed in the introduction, such supervised learning methods are limited due to the small amount of training data and the various appearances of the images.

Methods combining a CNN and graph-cut segmentation have been proposed. Lu et al. [16] used a probability heat-map predicted by a 3D-CNN as a data term for 3D graph-cut segmentation to segment the liver in CT images. Ma et al. proposed an integrated method to classify nasopharyngeal cancers. In these methods, additional annotations are used only for graph-cut seeds, not for feature representation. Unlike these methods, our segmentation method effectively uses scribble annotations not only graph-cut segmentation but also metric learning-based feature representation.

III. 3D SEGMENTATION BY SCRIBBLES-BASED METRIC LEARNING

Fig. 2 shows an overview of the proposed method, in which the proposed method first estimates the probability heat-map of the heart region for each slice and then 3D segmentation is performed by 3D-graphcut. First, the regions of the heart are estimated using M-Unet [15] for each slice, where the M-Unet is trained using training data. Fig. 2(a) shows the probability heat-map for the heart region. The output of the layer immediately before the output layer can be used as features for each pixel (Fig. 2(c)). The features of the positive and negative samples may not be distinguished by a linear function (one-by-one convolution) due to the small amount of training data and the various appearances of the images, i.e., the prediction includes incorrect regions. For several slices, a user adds scribbles (Fig. 2(b)) for both foreground and background regions to fix the incorrect regions in the probability heat-map. Next, the metric learning is trained using both the original training data and the data from the scribbles to facilitate pixel classification. Using the retrained feature map produced by metric learning improves the probability heat-map of the heart region (Fig. 2(d)). Finally, 3D graph-cut segments the 3D structure of the heart region (Fig. 2(e)), where the probability heat-map from metric learning is used as the data term and the scribbles are used as foreground and background seeds. The details of these steps are explained in the following sections.

A. Multi-field-of-view Unet

In general, a histological image is much larger than a natural image, so an entire image cannot be input to a network due to the GPU memory size limitation. Instead, small patches are clipped from the image and used as inputs to the CNN. Under the memory size limitation, if we use high-resolution images for a patch, the field-of-view is too small to discriminate the heart region. The field-of-view can be broadened by downsampling, but this reduces the spatial resolution.

To address this trade-off problem, we use M-Unet [15]. M-Unet aggregates contextual information from multiple magnification images by aggregating several segmentation networks that are trained using different-field-of-view images. The probability heat-maps from patch images are integrated to create a complete map.

Fig. 3 shows the overview of the training process. To integrate M-Unet and the network for metric learning, the M-Unet is first trained individually and then the network for metric learning is trained using the output features of the M-Unet. In the first step, M-Unet is trained using the training data.
data so that the last layer (i.e., 1-by-1 conv) produces the probability heat-map of the heart region. In M-Unet, the last 1-by-1 conv layer can be considered as a linear function that inputs the image features and outputs the heat-map, in which the feature maps can be obtained from the layer immediately before the one-by-one. On the second step, the method estimates the probability map and the feature maps for each sliced image in the test data by using the trained M-Unet.

B. Scribbles for discriminative deep metric learning

The entire probability heat-map produced by M-Unet is overlaid on the original image, and the overlaid images are shown to the user, who fixes the incorrect regions by adding annotations (scribbles) as shown by the 3rd step in Fig. 3. We here note that the annotations are added for only several slices in the entire 3D data.

These scribbles and the original training data are used to train metric learning to learn a good distance metric for the test image so that the distance between the same-label pairs (i.e., {heart, heart}) or {other, other}) is reduced and that of the different-label pairs (i.e., {heart, other}) is enlarged as much as possible. Discriminative deep metric learning (DDML) [17] is used to train a deep neural network that learns a set of hierarchical nonlinear transformations to project pixel pairs into the same feature subspace so that discriminative information can be exploited in the deep network.

The DDML consists of fully connected layers to compute the representations of a pixel pair by passing them through multiple layers of nonlinear transformations, as shown in Fig. 4, in which the number of layers is \( M \), and the DDML is represented as function \( f \). A pair of pixel features \( x_i \) and \( x_j \) can be represented as \( f(x_i) \) and \( f(x_j) \) at the output layer once they have passed through the deep network. Their distance can be defined by computing the squared Euclidean:

\[
d^2_f(x_i, x_j) = \| f(x_i) - f(x_j) \|^2. \tag{1}
\]

The DDML method aims to find a nonlinear function \( f \) so that \( d^2_f(x_i, x_j) \) is smaller than threshold \( \tau \) in the transformed space if the labels of \( x_i \) and \( x_j \) are the same (\( l_i = l_j = 1 \)) and larger than \( \tau \) if their labels are different. Therefore, the loss function of DDML is formulated as:

\[
\mathcal{L}^{DDML} = \frac{1}{2} \sum_{i,j} g \left( 1 - d^2_f(x_i, x_j) \right) \tag{2}
\]

\[
+ \frac{\lambda}{2} \sum_{m=1}^{M} \left( \| W^{(m)} \|^2_F + \| b^{(m)} \|^2_2 \right), \tag{3}
\]

where \( g(z) = \frac{1}{\beta} \log (1 + \exp(\beta z)) \) is the generalized logistic loss function [18], where \( \beta \) is a sharpness parameter. The second term is a regularization term for weights \( W \) and bias \( b \), where \( \lambda \) is a hyperparameter. The optimization problem can be solved by backpropagation.

The trained DDML is used to obtain the transformed features. Since the outputs of the DDML is the feature maps, we have to estimate the probability heat-map from the feature maps. Therefore, the one-by-one convolution layer (discriminating layer) is added to after the last layer, and then the layer is fine-tuned with freezing the other layers (M-Unet and DDML layer) as shown by the 4th step in Fig. 3. The trained DDML and the discriminating layer is used to obtain the probability heat-map for all sliced data, as shown by the 5th step in Fig. 3. The set of sliced data can be treated as 3D volume data in the next step. We define the integrated layers consisting of the M-Unet, DDML, and discriminating layers as function \( h \), and the output of this function takes a value from 0 to 1 for each voxel.

C. 3D graph-cut

To obtain the final 3D segmentation results, we use 3D graph-cut that optimizes the following energy function:

\[
E(L|X, H) = \sum_{v \in V} D_v(L|H) + \gamma \sum_{(v, v') \in E} B_{v, v'}(L|X), \tag{4}
\]

\[
D_v(L|H) = |l_v - h_v|, \tag{5}
\]

\[
B_{v, v'}(L|X) = |l_v - l'_{v'}| \left[ \exp \left\{ -\frac{(x_v - x'_{v'})^2}{\sigma^2} \right\} + \delta \right], \tag{6}
\]
Fig. 5. Example segmentation results obtained by each method: (a) ground-truth, (b) U-net, (c) M-Unet, (d) M-Unet+DDML, (e) M-Unet+DDML+Graph-cut (proposed). Top row shows examples in which the slice is annotated. Middle and bottom rows show examples that the slice is not annotated.

Fig. 6. Example of difficult case: (a) original image, (b) ground-truth, (c) U-net, (d) M-Unet, (e) M-Unet+DDML, (f) proposed.

Fig. 7. Average IoU when the number of slices that were annotated changes, where the horizontal axis is the number of annotated slices, and the vertical axis is the average of IoU. Error bars indicate the standard deviation.

where $V$ is the set of voxels in the 3D volume, $X = \{x_v | v \in V\}$ is the set of voxel values, and $x_v$ is the intensity of the $v$-th voxel. $L = \{l_v | v \in V\}$ is the set of binary labels $l_v \in \{0, 1\}$ to be optimized. If $l_v$ is 1, $v$ is in the heart region; otherwise $v$ is in another region. The first term, $D_v(L|H)$, is a data term that penalizes the energy if labels $L$ differ from $H = \{h_v | v \in V\}$, where $h_v$ is the $v$-th voxel value of the probabilities predicted by function $h$ (i.e., the output of our entire network consisting of M-Unet, DDML, and the discriminating layer). The second term, $B_{v,v'}(L)$, is a pairwise term that penalizes the energy if the labels of neighboring voxels differ when these intensities take similar values. For this pairwise term, we use the intensity values of the original image since three-quarters of the boundary have edges. $\gamma$, $\sigma$, and $\delta$ are hyperparameters that control the spatial smoothness of the output labels, and these values are optimized using validation data. This optimization problem can be solved by using max-flow/min-cut optimization. Fig. 2(e) shows an example of the 3D segmentation results.

### IV. Evaluation

#### A. Dataset

To evaluate the proposed method, we first sliced mouse embryos, captured an image of each slice by a microscopic scanner, and placed the images in six-volume data. Then, images in each data were aligned to create 3D volume data. After that, the color of the images in each data is normalized using a color normalization method proposed by Vahadane et al. [19]. Each data volume included from 130 to 250 z-slices depending on the size of the mouse. An annotated heart region appeared in about 80 slices for each volume data, where parts of the heart cannot be segmented even by biological experts. The size of a sliced image is $5700 \times 10000$ pixels. For the ground-truth, biological experts manually segmented the heart regions for each slice in the data. Two volume data were used for the training, two for validation, and two were used for testing.

As the additional annotation (scribbles) in the test data, every 10 sliced were picked up (i.e., 4 to 6 slices per volume), and then those were annotated using scribbles by a user, with four or five curves for the heart region (red scribbles) and for the other regions (blue scribbles). To evaluate the robustness for scribbles, we made three different scribbles for each data. The top row image in Fig. 5(a) shows an example of the scribbles overlaid on an original image.

#### B. Parameter setup

To train the proposed network that integrating M-Unet, DDML and the discriminating layer, we used the Adam

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-net</td>
<td>0.810</td>
<td>0.824</td>
<td>0.810</td>
<td>0.681</td>
</tr>
<tr>
<td>M-Unet</td>
<td>0.841</td>
<td>0.960</td>
<td>0.889</td>
<td>0.807</td>
</tr>
<tr>
<td>M-Unet+DDML</td>
<td>0.874</td>
<td>0.959</td>
<td>0.910</td>
<td>0.841</td>
</tr>
<tr>
<td>M-Unet+DDML+GC</td>
<td>0.983</td>
<td>0.981</td>
<td>0.982</td>
<td>0.965</td>
</tr>
</tbody>
</table>

### TABLE I

AVERAGE OF EVALUATION METRICS BY METHOD.
C. Segmentation Accuracy

As an ablation study, we evaluated the proposed method (M-Unet + DDML + Graph-cut) compared with U-net [4], M-Unet [15], and M-Unet + DDML. Note that the last method is a part of the proposed method. We evaluated three metrics; the mean of the precision, recall, F1-score (F1), the intersection over the union (IoU), which have been widely used for evaluating segmentation [21].

Fig. 5 shows examples of the segmentation images predicted by each method. Looking at the top row, we see that U-net had many false negatives inside the heart region, and it had some false positives on the left side of the heart. M-Unet had fewer false negatives inside the heart region, but there were still some false negatives and a false positive on the left side. DDML had even fewer false negatives, but the false positives remained. Finally, the proposed method (M-Unet+DDML+Graph-cut) reduced the number of false positives. Looking at the middle and bottom rows, we see similar results.

Fig. 6 shows an example of a difficult case in which the boundary of the heart region is ambiguous. The DDML reduced the false positives compared with U-net and M-Unet, and thus the proposed method successfully segmented the regions.

Table I summarizes the results of quantitative experiments. Three different scribble patterns were added for each volume, the averages of evaluation metrics were described in the table. The results were similar to those for qualitative evaluation. DDML improved three metrics (Precision, F1, and IoU) compared with M-Unet, and graph-cut further improved it. Thus, the proposed method achieved the best accuracy in all metrics, in which our method outperformed single networks significantly. Furthermore, this rank order of accuracy was the same for all test data and scribble patterns.

To demonstrate that our method robustly works with the variation of scribbles, we evaluated the IoU when the number of slices that were annotated changes from 1 to 6. In each condition, three types of scribble patterns were prepared for the evaluation, and the average IoU of them was computed. As shown in Fig. 7, our method performed well even though the number of annotated slices is very few. It indicates that the scribbles patterns and the number of scribbles are not so significant for the performance. We here note that the IoU slightly decreased when the number of them is 2. We consider that the scribble pattern may affect a little, but it’s not significant.

V. CONCLUSIONS

Our proposed segmentation method using scribbles for metric learning can retrain the feature space for representing discriminative features in test data. Deep discriminative metric learning is trained so that the distances between samples with the same class label are reduced while those of samples with different class labels are enlarged. This facilitates pixel classification. Evaluation using a heart region segmentation task showed that the proposed method performs better than three other methods. In future work, we will apply the proposed method for various segmentation tasks, such as tumor region segmentation from pathological images, and we will further investigate the relationship between the scribble pattern and the accuracy.
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