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Abstract—Color feature, as one of the low level features,
plays important role in image processing, object recognitin and
other elds. For example, in the task of scene text detectiomnd
recognition, lots of methodologies employ features that ilize
color contrast of text and the corresponding background for
connected component extraction. However, the true distribtions i : _‘
of text and its background, in terms of color, is still not @ ®) (C)“ ' ()
examined because it requires an enough number of scene text
database with pixel-level labelled text/non-text ground tuth. To
clarify the relationship between text and its background, n  Fig. 1. Examples of high color contrast of text and its baokgd.
this paper, we aim at investigating the color non-parametr¢
distribution of text and its background using a large database that
contains 3018 scene images an®8; 600 characters. The results  exploit characteristics of human perception of color défeces
of our experiments show that text and its background can be and then utilize the color differences to segment/detedt te
discriminated by means of color, therefore color feature ca be in web images. Rigaudt al. present a color based approach
used for scene text detection. for comics character retrieval using content-based drgwin

retrieval and color palette in [10].
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. INTRODUCTION

Though text features that utilize color have been widely
used in the past scene text detection researches, somea-prope
ties of text are assumed according to some intuitions, argus
€mall number of observations. The true relationship betwee
8olor and its background still needs investigation. Toifyar
the relationship between text and its background, we aim at,

Scene text detection is still a dif cult task in the eld
of scene text recognition. Comparing with traditional ©ati
Character Recognition (OCR), which has been well resedrch
and has already achieved a great progress in the literafure
pattern recognition, scene text can be in any kind of scesari
that have any kind of complex and unpredictable context. The, s haper, analyzing the color contrast (the differenée
illimitation of natural scene makes it very difcult to extet .+ 204 its background by means of color) by evaluating
text from its background. color non-parametric distribution using a large datab#se t

Color feature, as one of the low level features, has beegontains 3018 scene images and 98,600 characters. As far as
widely used in the task of scene text detection. Since texts iwe know, this is the rst time of revealing the true color
natural scenes are supposed to convey important informatigdistribution of scene text and its background with a large
to pedestrians (for example, texts in a billboard, or traf c enough observations. We use the HSV color space instead
information in the signal board), they are generally destgto  of RGB color space in our work. For each channel in HSV
be different from their backgrounds to make themselveseeasi color space, we build a histogram to represent the reldtipns
to be noticed, as shown in Fig. 1. Using this characteristicbetween text and its corresponding background (i.e., three
of text, Gaoet al. [1] introduce a bottom-up visual saliency histograms in total). We give a trial of using the color featu
model utilizing color feature for scene text detection.eYial. ~ for scene text detection to investigate how it works.

[2] use color feature and clustering method for the extoacti

of connected components. Different from ¥t al, Ezakiet . COLORDISTRIBUTION EVALUATION
al. [3] use color feature and Fisher Discriminant Ratio (FDR)
for connected component extraction. Khetral. [4] propose a In this section, we will evaluate the non-parametric distri

novel way of adding color information to shape bag-of-wordsbutions for each channel in HSV color space, and analyze the
to guide attention by means of top-down attention map. Weijerelationship of text and its background. However, before th
et al. [5] introduce a color saliency boosting algorithm to evaluation of the distribution, we have to discuss the dioni
exploit the saliency of color edges based on informationpe  of the background given the text, because different backgto
Shivakumaraet al. [6] propose a method that is comprised of de nitions may result into different distribution.

wavelet decomposition and color features, namely RGB, for

text detection in vjdeo. Junet al. [7] utilize neural networks. A. De nition of Text and Background Color

to extract texture information on several color bands. Ruisi
et al. [8] add local color information to the shape context  Text color can be easily de ned: we can simply use the
description for perceptual image retrieval. Karateasl. [9] average color value of all pixels that belong to the text;
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Fig. 2. lllustration of text and background color extrantiqa) Original (b)

image. (b) Enlarged part of the blue rectangle of (a). (c)o@obf text and

background de nition. Blue contour denotes the backgroymixkls, black

contour represents edge of text and green contour indigaxets that used  Fig. 3. Examples of scene images of our database. (a) Thimarignages.
to extraction text color. Note that there is a one-pixel wig® between each (b) The corresponding ground truth images of (a).

contour.

o : : Fig. 4 shows the results of the non-parametric distribution
however, for the de nition of background color, it deeply-de evaluation. Roughly speaking, text color has differentridis

pends on the de nition of the background. Since the de nitio buti inst to th dina back d color i |
of background can be arbitrary, background color de nitionPUtOn against {o the corresponaing background color ine/a
and saturation channels of HSV color space; in hue channel,

becomes ambiguous. Generally, according to the intuifian, gt o e e
a given text, pixels that have the same color and wrap this te ext and background have similar distribution. This intksa
hat color feature can be employed as a cue for the task of

can be considered as the background. For example, in Fig. 1( .
the signboard saying “STOP” should be considered as thacene text detection.
background of text “STOP”. However this kind of de nition

requires detecting “carriers” (where the texts are wrijttest.

Unfortunately, “carrier” detection could be another difle A Value

task to be researched. In this paper, we give a simpler demit
of the background: pixels that are only one pixel away from
the text edge. Correspondingly, text color should be rendd

as the average value of pixels that belong to text and oné pix
away from the text edge, as shown by Fig. 2. Note that for
given text color, there always is the corresponding baalkggo
color.

Fig. 4(a) gives the histogram of the text value channel
against to the background value channel. From this gure we
can know that there are few texts having the same value as the
%orresponding background (as shown by the dark blue part of
Fhe diagonal): in natural scenes, text is either bright aliink
background (e.g., Fig. 1(a)), or dark with bright backgrdun
(e.g., Fig. 1(b)). Both combinations make the text easidreto
L seen (i.e., salient). Comparing the top-left part of Figy)4xith
B. Non-parametric Distribution the bottom-right part of it, we can conclude that, statitic

Since we aim at clarifying the color contrast between texithere are more dark texts with bright background than bright
and its background, we should not rst assume the distrdsuti  texts with dark background in real world.
(e.g., Gaussian distribution) and then optimize the patarse
This is because text and its background color distributmua
be any kind of shape. In other words, prior knowledge should. Saturation
not be assumed. Instead of parametric distribution, weuatal . . .
the distribution based on non-parametric statistics of &ex Fig. 4(b) shows the saturation histogram. Its left and botto
its background color. Once the text and the correspondirllﬁ_la”s show that saturate texts seems always to be wrapped by
background color are de ned, we can then evaluate the norl'® unsaturated background (the bottom part); and the -unsat
parametric color distribution. For each channel in HSV gpac Urated texts followed by saturate background (the left)part
we plot the text color (as the axis) against the background These kind of combinations can also make text more attectiv
color (as they axis). The color of the plot indicates the density I HSV color space, saturation becomes unstable when the

of points being in a coordinate. The darker color represiwts value channel is low (at the small side of the cone in HSV color
existence of more points. space, saturation length, in terms of radius, becomeseshort

and shorter). This also explains why saturation mainly $ocu
on the bottom-left part of Fig. 4(b), providing that most isee
texts are dark with bright background according to the left
part of Fig. 4(a). This becomes a problem when evaluating the

In order to investigate thectual relationship between distribution of saturation channel, therefore we excluebas
text and its corresponding background, we use a big enougiat the color of either text itself or its background is lawean
database for our experiments. The database was prepared @% in value channel. Fig. 5(a) shows the result of satumatio
our laboratory and contains 3018 scene images @&800 channel distribution after removing low value texts. Thé le
characters totally (we removed small characters, 86681 part of Fig. 5(a) indicates that, for unsaturated brighttsex
characters are used in our experiment). For each scene imagmckground can be any degree of saturation. In other words,
the corresponding ground truth image was manually labelled scene text is white, background can be any kind of color.
in pixel level. Fig. 3 shows some examples of scene image$he bottom of Fig. 5(a) means that, for saturate bright text,
and the corresponding ground truth. background can only be some kind of color.

IIl. OBSERVATION AND ANALYSIS OF ACTUAL COLOR
CONTRAST
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Fig. 4. Non-parametric distribution of each channel in H3)Nbc space. (a) Distribution in value channel. (b) Disttibn in saturation channel. (c) Distribution
in hue channel.
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o100 150 Fig. 6. Examples of different color having the similar huduea (a) “red”

text in red background. (b) blue text in “blue” backgroundeTleft column
@ (0) are the original images, the right ones are the RGB color @sampnverted
from hue channel by setting value and saturation to 1.0.
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Fig. 5. Color distribution with condition. (a) Distributicof saturation channel
under the condition of value channel greater than 0.5. (jribution of hue
channel under the condition of both value and saturatiomrodia greater than (see Fig_ 6(b))_ Though, from the symmetry, it seems there

0.5. are few differences (i.e., low contrast) between text asd it
background, hue can still be considered as a useful cueXor te
C. Hue detection: if candidate and its background has high coninas

o S ) hue channel, it is unlikely to be text.
Before looking into the distribution of hue, let us discuss

the transformation from RGB to hue, which is signi cant for ~ For the same reason as the case of saturation, when value
the later explanation of the distribution. As we all knowghu a@nd saturation are low, hue becomes unstable. We removed
is de ned to describe how much a given color is differenttexts that either vglue channel or saturation channel igtow
from the primary color (i.e.’ red' green, blue and ye”ow)than 0.5and 0bta|neq F|g 5(b) which indicates almost ail th
This means that for a hue value, there are a set of colors th&fight saturate texts in natural scene are close to red pyima
correspond to it. For example, hue equaling to 0 correspondsolor, and the corresponding backgrounds can have primary
to colors satisfying the condition that red channel is great color of red and yellow.

than green channel, which equals to blue channel. Pregisely

white color (255, 255, 255) and red color (255, 0, 0) share the 1V. ACTUAL COLOR CONTRAST CHARACTERISTICS

same hue value (hue=0), because according to the formula, REALLY USEFULFOR SCENE TEXT DETECTION?

_ reen blue _ _ . .
hue=60 =5 %infgreenb|u®,' when green channel equals  Three experiments were done in order to investigate how
to blue channel, as long as the red channel is higher, hudsequaolor feature works:

to zero.

) L _ ) L 1) The same 12 shape features as described in [12] are

With that in mind, let us look into Fig. 4(c), which illus- utilized.

trates the.hue histogram. I.t tells us that te_xt and its bamkgpl 2) Hue, saturation and value channels of text and its
_have similar degre_e of difference to primary colo_rs, shown background are attached to shape features, by which
in terms of the diagnose of the distribution. This sounds the color of text and its background is compared when
impossible, because, for example, red text in red backgroun detecting text.
makes text even invisible. However, as we have discussed 3) Tendencies (in terms of density of the non-parametric
abov_e_, white color (and other _colors the satisfying a certai distribution) of the text and its background are ob-
condition) can be transformed into the same hue as red color. tained by looking up Fig. 4 after getting HSV values,
This means the red part of the color bar in Fig. 4(c) represent and then attached to the shape features. Though the
not only the red color in RGB, but also also other colors use of hue tendency (Fig. 4(c)) may be unstable,
(€.g., white color). Providing that most scene texts argfri since we aim at revealing the effect of color feature,
in dark background (Fig. 4(a)), most “red” color texts in including positive and negative ones, hue tendency
hue distribution are black in red color background, or red was used.

color text in white color background, as shown by Fig. 6(a).
Correspondingly, most “blue” color texts are black in blue Note that all experiments employed Niblack [11] for image
color background, or blue color text in white color backgrdu segmentation and random forest algorithm for text detactio
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Fig. 7. Positive effect examples of using color feature imte of density Fig. 8. Negative effect examples of using color feature imteof density
distribution. (a) Original images. (b) Ground truth imagéga). (c) Niblack distribution. (a) Original images. (b) Ground truth imagega). (c) Niblack
segmentation results. (d) Text detection results using ehape feature. (€¢) segmentation results. (d) Text detection results using shhpe feature. (e)
Text detection results using shape and color featuresaffje/channel images  Text detection results using shape and color features aff)e/channel images
of (a). (g) Saturation channel images. (h) Hue channel ismiajyete images  of (a). (g) Saturation channel images. (h) Hue channel imalyete images
in (f), (g) and (h) are normalized to [0, 255]. in (f), (9) and (h) are normalized to [0, 255].



— Experiment-L large enough observations is given. We evaluate three non-
L s parametric distributions of color in HSV, according to wihic

7 < we can know that text and its background have high contrast
) in saturation and value channels, but very low contrast im hu
channel. The value channel distribution indicates that aex

its background has high contrast in terms of brightness.eMor

ever, there are more dark scene texts in bright backgroward th
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bright texts in dark background in real world. Saturatioarch
nel distribution shows that saturate text is generally \weap

by unsaturated background, and unsaturated text is fotlowe

Fig. 9. Performance evaluation of the three experimefikperiment-lused
only shape featuregxperiment-2used shape feature and HSV values of text

by saturate background. Hue channel distribution indgcttat
the primary colors of text and its background in natural ssen

and its background, anBxperiment-3used shape feature and the tendencies @€ closer to red and blue colors, and are barely close tdeurp

of text and its background.

and green. The trial result of scene text detection tellshas t

color are more useful for noise removal than text retrieval.

Fig. 7 shows some positive effect examples of using color
feature in terms of density distribution. False alarmect4é

using the same features as in [12] (Fig. 7(d)) have beegn

removed successfully comparing to results with color featu
added (Fig. 7(e)). If we look into the value channel of featur
image (Fig. 7(f)) we can known that, all of these removed
text candidates are low in value channel with low value in
background; however, according to Fig 4(a), there are fak da
texts with dark background in natural scenes. This mearts th
those text candidates have low probability of being textvef
focus on the second column, we can know that, comparing th
forth row with the fth row, more texts are retrieved by addin
color feature. Dark text candidate with bright backgrousd i
more likely to be text in accordance with the conclusion that
most scene texts are dark with bright background. (1]

Fig. 8, in contrast, shows some negative effect examples.
In Fig. 8, several texts are missed because they have highl
contrast in hue channel, which, according to Fig. 4(c), bas |
probability of being texts. For the rest texts that are esetl
in the third column, they are missed because of either brigt‘ﬁs]
text with dark background in the value channel or dark sétura
text in unsaturated background.

. . X 4
Fig. 9 shows the evaluation result of three expenments[,]

from which we know the second experiment gave the best
performance, while the third one performed worst. The reaso(s)
for the poor performance in the third experiment may be the
instability of hue tendency. Comparing the three experimen
we can conclude that, by adding color feature, componenté!
are more correctly removed than retrieved. Note that we only
evaluated true text and its background distribution, begvi 71
non-text and its background distribution unknown. While de
tecting scene text, candidates having the same tendenexytof t (8]
and its background still can be rejected because they may be
more similar to the tendency of non-text and its background,
resulting in low recall of text; candidates having very eitnt
tendency from text, regardless of the tendency of non-text, [9]
can conclude that they are more likely to be non-text, result
in high detection precision. In other words, having the Emi
tendency to text is a prerequisite of component being dedect
as text.

[10]
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