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Abstract—In recent years, U-Net has achieved good results
in various image processing tasks. However, conventional U-
Nets need to be re-trained for individual tasks with enough
amount of images with ground-truth. This requirement makes
U-Net not applicable to tasks with small amounts of data.
In this paper, we propose to use “modular” U-Nets, each of
which is pre-trained to perform an existing image processing
task, such as dilation, erosion, and histogram equalization.
Then, to accomplish a specific image processing task, such
as binarization of historical document images, the modular
U-Nets are cascaded with inter-module skip connections and
fine-tuned to the target task. We verified the proposed model
using the Document Image Binarization Competition (DIBCO)
2017 dataset.
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I. INTRODUCTION

U-Nets [1] was developed for biomedical image segmen-
tation tasks by Ronneberger et al. U-Nets have been used
for various image processing tasks, for instance, semantic
segmentation. The strength of U-Nets is to capture the
context of the input in the contracting path and to enable
sophisticated localization in the expanding path. This forms
a symmetrical structure.

However, U-Nets have a limitation that they are an end-
to-end learning model that can only be used for specific
purposes. For example, to divide a cell in a biomedical
image using U-Nets, we need to use annotated images as
labels which consider only segmentation. If an input image
is exposed to various noise, it is necessary to remove the
noise through pre-processing. This is against the concept of
end-to-end learning that U-Net strives for. In addition, U-
Nets are usually used to perform special purposes, such as
dividing cells in a biomedical image or segmenting figures
and text in document images. U-Nets specifically trained
for the dataset and cannot be easily used for other tasks.
Furthermore, if the size of the dataset used is too small to
optimize the model, we cannot guarantee that the U-Net’s
performance is sufficient.

U-Net has been further improved to overcome its limita-
tion by changing the structure of U-Nets or stacking several
U-Nets. Research has been conducted to improve the seg-
mentation performance of U-Nets by changing the internal
structure of U-Net such as Residual U-Net (RUN) [2]. In
addition, in order to obtain robust segmentation performance
on small training datasets, stacked U-Net research has been
researched [3]–[6]. However, these studies were also unable

Figure 1: Concept of the proposed model. After cascading, fine-tuning is
performed with the (often small) training image set of the target task. As
shown later, the modules are further connected with inter-module skip-
connections, which are omitted here for simplicity.

to escape the problem of ensuring sufficient data for U-Net’s
optimization.

The purpose of the paper is to propose a cascaded U-
Net model using modularized pre-trained U-Nets, as shown
in Fig. 1, for overcoming this limitation by a more efficient
strategy. Specifically, we first create U-Net modules, each of
which realizes the conventional image processing techniques
such as Canny edge, erosion, dilation, etc. These modules are
fully trained using a general large dataset and therefore have
no problem with data availability. Then, the modularized
U-Nets are cascaded in an appropriate order with inter-
module connections, which acts as the “glue” for connecting
the modular U-Nets. Finally, we perform fine-tuning of the
entire network with a (generally small) training dataset of
the target task. Since each modular U-Net is already trained
to play an image processing task, we can expect that no
large dataset is necessary for this fine-tuning to accomplish
the target task.

In this paper, we evaluate the performance of the
proposed framework on the document image binariza-
tion task using the Document Image Binarization Com-
petion (DIBCO) 2017 [7], while the proposed framework
can be applicable to any image conversion task with a
small training dataset. Through this, we demonstrate that we
are able to get state-of-the-art results in image binarization
using multiple evaluation measures. We also propose the
possibility of using modularized U-Nets and show that the
modularized U-Nets can be cascaded and fine-tuned using
small training sets.



II. RELATED WORK

In this section, we briefly mention related work on U-
Nets, stacked U-Nets, DIBCO, and related studies.

A. U-Nets and stacked U-Nets

In recent times, CNNs have achieved remarkable results in
the field of image recognition [8]–[10] and document analy-
sis [11]–[13]. This is possible due to the expansion of CNNs
to pixel-to-pixel tasks [1], [14], [15]. U-Nets, in particular,
have had impressive results in semantic segmentation [1].

Since 2017, the use of multiple U-Nets in research has
been carried out in order to further enhance segmentation
performance [3]–[6]. For example, Sevastopolsky et al. [4]
diagnosed glaucoma effectively by using multiple stacked
U-Nets. Sevastopolsky et al. suggested two main strategies
to carry out accurate segmentation. First, they stacked RUN
blocks to obtain good segmentation results in glaucoma im-
ages. Second, they stacked the U-Nets and the segmentation
performance of the model is improved.

B. DIBCO and H-DIBCO

DIBCO [7] and H-DIBCO [16] are contests that started
in 2009 and was held to objectively evaluate and com-
pare binarization performance in document image analysis.
Through this competition, there have been many advances
in document binarization technologies every year. Document
image binarization is a popular and still active topic as
evidenced by the DIBCO and H-DIBCO. The primary
challenge of binarization is determining the thresholds at
which to binarize the pixels. In the past, the threshold was
tackled directly [17]–[19]. However, document binarization
systems were introduced at DIBCO which utilized image
neural network models. Through the use of neural networks,
binarization became possible without specific consideration
to thresholds [12], [20]. The winner of H-DIBCO 2018
applied a traditional image processing technique [16]. Their
binarization method organized the morphological transfor-
mations, stroke width transform (SWT) [21] and Howe’s bi-
narization [22], to separate foreground and background pix-
els. Afterwards, their system adopted image pre-processing
to remove noise and preserve text stroke connectivity.

Interestingly, as mentioned in [16], the performance of the
DIBCO 2017 winners team’s system was slightly better than
the 2018 winners team’s system. So, we also need to analyze
the DIBCO 2017 winner’s algorithm. The DIBCO 2017 win-
ners team developed a document binarization system using
a U-Net [7]. In the case of the DIBCO 2017 winners, they
analyzed the dataset and found the causes of performance
degradation, such as luminance, document’s boundary, etc.
So, they ameliorated the dataset’s problem through image
processing methods such as elastic deformation, projection
noise. While they were able to build a robust binarization
system, the study has limitations. First, when using a single
U-Net, performance degradation occurs when using a new

dataset. Also, they have to use a huge amount of training
dataset to optimize their model. However, in the case of
document image binarization, the number of annotated docu-
ment images is often insufficient. Secondly, the conventional
image processing method is vulnerable to new noise and
backgrounds. This is because it is not easy to deal with all
of the obstacles. The systems introduced at DIBCO clearly
demonstrated good binarization performance, but they also
did not solve the problem of an insufficient sized dataset.
Therefore, we obtain effective binarization performance by
the following method.

III. PROPOSED METHOD

U-Nets can be described by two main characteristics. The
first is the implementation of a Fully Convolutional Net-
work (FCN) [14] model with a contracting path and expand-
ing path structure to facilitate image-to-image processing.
The second characteristic is copying and cropping of the
contracting path’s features to make a more accurate localiza-
tion in the expanding path. Sevastopolsky et al. [4] described
the method of copying and cropping the features by simply
concatenating the features of the contracting path, which
is referred to as using skip-connections. In the original
work [4], they adopted a method of elastic deformation
and weighted cross entropy strategies to augment the data.
Ultimately, using data augmentation, U-Net even performed
quite well with small amounts of annotated images on the
Electron Microscopic (EM) and the IEEE International Sym-
posium on Biomedical Imaging (ISBI) challenge. However,
for the purposes of the paper, we utilize a strategy for
using pre-trained modular U-Nets using sufficient annotated
images and then fine-tuning the cascaded model on the small
amounts of the data in the DIBCO 2017 dataset.

A. Modular U-Nets

Document binarization using conventional image pro-
cessing techniques has limitations and a document bina-
rization system using U-Nets was introduced in DIBCO
2017 [7]. The U-Net of the DIBCO 2017’s winner has
shown considerable results in document binarization, but
as document images become more complex and noise in-
creases, performance degradation can occur. Therefore, we
want to implement a system based on U-Net that realizes
the conventional image processing technique required in
document binarization. We refer to this as modular U-Nets
because single image processing tasks are contained in U-
Net based modules for the end goal of a stacked or cascaded
U-Net.

In this paper, five modular U-Nets are prepared to simulate
the following conventional image processing techniques,
Otsu’s binarization [17], erosion, dilation, Canny-edge, and
histogram-equalization. Each U-Net is pre-trained individ-
ually using the MS COCO [23] dataset. The MS COCO-
Text dataset contains a total of 63,686 images, of which




