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Abstract In this paper, we propose a novel technique to extract individual book titles from
bookshelf images for automating bookshelf inspection in libraries and bookstores. This technique
is composed of two steps. In the first step, the component, such as book boundary and spine,
and the local slant angle are optimally estimated at each horizontal position of a bookshelf
image, and then the individual book images are isolated. For accurate estimation, a finite state
automaton model is employed, each of whose states corresponds to a component of bookshelf
images. In the second step, the book title is extracted from each book image isolated by the
first step. A projection histogram of its edge map is utilized for this purpose.

1 Introduction

Inspection of bookshelves for managing libraries
and bookstores is a time-consuming and tedious
task because there are enormous books in the
bookshelves and many of those books are moved
frequently and repeatedly. Bar code systems are
often utilized for semi-automating the bookshelf
inspection. Those systems, however, are still largely
based on manual tasks.

For full-automating the bookshelf inspection, sev-
eral systems using bookshelf images have been
studied [1]–[5]. The goal of those systems is to
extract individual book information, such as title,
from bookshelf images. For this goal, the following
four processes are assumed in the conventional sys-
tems; (i) detection of book boundaries, (ii) segmen-
tation of individual book images, (iii) extraction of
titles, and (iv) recognition of titles.

In this paper, we propose a novel technique to ex-
tract individual book titles from bookshelf images.
The proposed technique is composed of two steps.
In the first step, book boundaries are detected from
a bookshelf image, and individual book images are
isolated. The concept of this step is to optimally
estimate the component, such as boundary and
spine, at each horizontal position of the bookshelf
image. For accurate estimation, a finite state au-
tomaton (FSA) model is employed, which describes
the structural properties of bookshelves. Roughly

speaking, each state of this FSA model corresponds
to a component of bookshelf image. Furthermore,
for coping with non-uniformly slanted books, the
local slant angle at each horizontal position is also
estimated optimally.

In the second step, the book title is extracted
from each book image isolated from the bookshelf
image as the result of the first step. A vertical pro-
jection histogram of the edge map of the book image
is utilized for this purpose.

In the conventional bookshelf image analysis sys-
tems, book boundaries are firstly detected by pop-
ular line detection techniques. For example, Hough
transform is employed for detecting contiguous and
straight edges as the boundaries. Unfortunately,
their detection accuracy are sometimes insufficient.
This is because book boundaries are often missed
due to the lack of boundary edges caused by ill light-
ing conditions and contiguities of books of the same
color. In addition, spurious boundaries are often
detected due to the edges around title characters.
In this paper, the boundary detection performance
of the proposed technique is compared with that of
the conventional technique using Hough transform.

Recently, bookshelf inspection systems using ra-
dio frequency identification (RFID) tags is devel-
oped. Those systems can be also realize full-
automatic and contact-free inspection. Incorpo-
ration of bookshelf image analysis systems into
the RFID inspection systems is promising because
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Fig. 1: (a) A bookshelf image. (b) The components
of (a). (c) An FSA representation of (b).

bookshelf image analysis systems will compensate
several drawbacks of the RFID tags, such as inter-
ference between tags, shield by metals, and narrow
scope (due to weak wave power restricted by some
law).

2 Model-based boundary detection

In this section, the first step of the proposed
technique, i.e., book boundary detection (image
segmentation) algorithm is presented.

2.1 Algorithm

The concept of this algorithm is to optimally es-
timate the component at each horizontal position
of a bookshelf image such as Fig. 1(a). As shown
in Fig. 1(b), bookshelf images have several com-
ponents, i.e., boundary, spine, title, and bookshelf
background, and the order of those components is
naturally governed by some rules. The rules can be
represented by an FSA model composed of 6 states
(Q = {q1, . . . , q6}) as shown in Fig. 1(c). With
this model, the estimation problem is expressed
as a model-based optimization problem of the se-
quence s1, . . . , si, . . . , sM where si ∈ Q denotes the
state (i.e., the component) at horizontal position i.

For coping with non-uniformly slanted books
such as Fig. 2(a), the slant angle at each hor-
izontal position should also be estimated opti-
mally. This estimation problem can be expressed
as an optimal estimation problem of the sequence
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Fig. 2: (a) Non-uniformly slanted books. (b) A
sequence of line segments representing the slants of
books.

p1, . . . , pi, . . . , pM . As shown in Fig. 2(b),
pi ∈ [i −W, i + W ] is the horizontal position of the
top end of the line segment which passes through
the center of the ith column, where W is a pos-
itive integer to specify compensable slant angles.
For practical simplicity, we use pi instead of some
real-valued angle.

Those problems are formulated as the following
maximization problem,

maximize

M
∑

i=1

fi(si, pi), w.r.t. si, pi, (1)

subject to the transition rule of the FSA model and
a constraint to limit the interval between pi and
pi−1,

pi =







pi−1 + 1 if si ∈ {q4, q5, q6}
or si−1 ∈ {q4, q5, q6},

pi−1 + {0, 1, 2} otherwise.
(2)

With this constraint, angle fluctuation is not
allowed at each book part. This means the each
book image has its fixed slant. On the other hand,
angle fluctuation is allowed at boundaries and book-
shelf background parts, while its degree is limited.

The function fi(si, pi) is a criterion function to
evaluate the validness of si and pi at horizontal
position i. The details of fi(si, pi) will be described
in Section 2.2.

The maximization problem (1) has the Markov
property. This is because only two values si−1

and pi−1 are necessary for determination of si and
pi, and the other past values (e.g., si−2 and pi−2)
are not necessary. It is well known that the op-
timization problem with the Markov property can
be solved efficiently using dynamic programming
(DP). Figure 3 shows a DP algorithm for the max-
imization problem (1). Step 7 is so-called DP re-
cursion, and its two variables si−1 and pi−1 are



/* Initialization: */
1 for all s1 ∈ Q do

2 for p1 := 1 − W to 1 + W do

3 g1(s1, p1) := f1(s1, p1)
/* DP Recursion: */

4 for i := 2 to M do

5 for all si ∈ Q do

6 for pi := i − W to i + W do begin

7 gi(si, pi) := fi(si, pi) + max
si−1,pi−1

gi−1(si−1, pi−1)

8 bpi(si, pi) := argmax
si−1,pi−1

gi−1(si−1, pi−1)

9 end

/* Backtracking: */

10 (sopt
M

, p
opt
M

) := argmax
s,p

gM (s, p)

11 for i := M downto 2 do

12 (sopt
i−1

, p
opt
i−1

) := bpi(s
opt
i , p

opt
i )

Fig. 3: DP algorithm.

restricted by the FSA model (Fig. 1(c)) and the
constraint (2). The optimized si and pi, denoted
as sopt

i
and popt

i
respectively, are obtained by the

backtracking procedure Step 10–12. Note that the
DP algorithm in the proposed technique required
about 1.6 sec on a PC (Xeon 1.7GHz) for an image
of size 640× 100.

2.2 Design of criterion function

The criterion function fi(si, pi) is designed based
on the following observations.

• Long contiguous edges with near-vertical direc-
tional feature are often detected around book
boundaries.

• Most edges with near-horizontal directional
feature are detected around the title characters
and the illustrations on book parts.

• Edges are rarely detected in bookshelf back-
ground parts and book spine parts.

Thus, the criterion function for the book boundary
(i.e., fi(q2, pi) and fi(q3, pi)) are designed to take
larger value if there are many and/or long near-
vertical edges on the line segment at horizontal po-
sition i. Since long contiguous edges show the book
boundary more clearly than other edges, each edge
is given a weight according to the number of the
edges connected to it. The criterion function for
the book title (i.e., fi(q6, pi)) is designed to take
larger value if there are many near-horizontal edges
on the line segment. The criterion function for the
bookshelf background (i.e., fi(q1, pi)) is designed to
take smaller value if there are many edges on the
line segment. The criterion function for the book
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Fig. 4: The post-processing for title extraction.
This processing is performed on a book image
isolated and slant-corrected.

spine (i.e., fi(q4, pi) and fi(q5, pi)) are designed to
take smaller value if there are many near-vertical
edges on the line segment. For suppressing the
effect of the illustrations, near-horizontal edges are
disregarded.

3 Title extraction

In this section, the second step of the proposed tech-
nique, i.e., title extraction algorithm is presented.
The input of this algorithm is the individual book
image isolated and slant-corrected using the result
of the first step. Note that the title of the book
image is already extracted by the first step (recall
that our FSA model includes the title state q6). Un-
fortunately, the title extraction results by the first
step are not sufficient when the boundary detection
accuracy is emphasized at the first step. (Namely, it
is hard and delicate to detect both boundaries and
title parts simultaneously with sufficient accuracy.)
Therefore, titles are extracted again at the second
step after the accurate boundary detection at the
first step.

The following post-processing is performed,
which utilizes a projection histogram of near-
horizontal edges that are often detected around the
title characters. First, for slant-corrected individ-
ual book image, the vertical projection histogram
of near-horizontal edges is calculated. Second, as
shown in Fig. 4, the fitting between this histogram
profile and a rectangular model is performed. This
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Fig. 5: The numbers of false positives and false
negatives. in boundary detection experiment.

fitting is based on the minimization of the mean
square error. Finally, the horizontal positions cor-
responding to the high level part of the model are
extracted as a title part.

The above algorithm can be easily extended to
cope with titles composed of two or more text lines
by assuming additional high level parts. In fact, the
extended algorithm was employed in the following
experiments.

4 Experimental results

For the experiments to evaluate the proposed tech-
nique, 60 bookshelf images were prepared. Then an
edge map was obtained by Canny edge detector for
each image. All the processes of the proposed tech-
nique were performed on this edge map. (Namely,
no color feature was used explicitly.)

4.1 Results of boundary detection

The boundary detection performance of the pro-
posed technique was compared with that of the
conventional technique [5] using Hough transform.
Figure 5 shows the number of missed boundaries
(false negatives) and the number of detected spu-
rious boundaries (false positives). In the graph,
“◦” shows the result of the proposed technique
(W = 50). The evaluation of the conventional tech-
nique was conducted while changing the threshold
to find local maxima in Hough parameter space, and
therefore its result is shown as a curve line in the
graph. Hereafter, the result shown by “•” was con-
sidered as the result of the conventional technique.
The number of false negatives of the proposed tech-
nique was 3.2% (= 23/727) of all book boundaries
and far less than 13.5% (= 98/727) of the conven-
tional technique.

Figure 6 shows several detection results. Book
boundaries detected are shown as black lines. It is

shown that the proposed technique can correctly de-
tect the boundaries of not only closely stood books
but also non-uniformly slanted books. Especially
in (b)–(e), it is shown that the proposed technique
could detect all boundaries of slanted books while
the conventional technique failed.

The proposed technique can not only detect
book boundaries but also isolate individual book
images from a bookshelf image, whereas the conven-
tional technique can only detect book boundaries.
Among the 610 books contained in the 60 book-
shelf images, 549 books (90.0%) could be isolated
correctly by the proposed technique. Among the 61
books mis-isolated, 31 books were caused by false
negatives. The remaining 30 books were caused by
false positives.

4.2 Results of title extraction

Figure 6 also shows several title extraction results
by the second step of the proposed technique. Title
parts extracted are non-shaded. It is shown that
the title parts of most books can be extracted ap-
propriately. In (c) and (d), it is shown that the title
parts composed of two text lines can be extracted
respectively. Through our rough observation, it was
shown that most of the title parts (> 90%) could
be extracted correctly.

5 Conclusion

A novel technique to extract individual book titles
from bookshelf images was proposed in this paper.
The proposed technique is composed of two steps.
In the first step, the component, such as boundary
and spine, and the local slant angle are optimally
estimated at each horizontal position of a bookshelf
image, and then the individual book images are iso-
lated. For accurate estimation, a finite state au-
tomaton model is employed, each of whose states
corresponds to a component of bookshelf images.
In the second step, the book title is extracted from
each book image isolated and slant-corrected using
the result of the first step. A vertical projection
histogram of its near-horizontal edges is utilized for
this purpose.

Experimental results showed that the proposed
technique has superior boundary detection perfor-
mance than the conventional technique. In addi-
tion, it was also shown that the proposed technique
can appropriately extract the titles of individual
books from bookshelf images.

Acknowledgment This work was supported in
part by the Ministry of Education, Culture, Sports,



(e)

(d)

(c)

original image conventional technique
(boundary detection)

proposed technique
(boundary detection)

proposed technique
(title extraction)

(b)

(a)

Fig. 6: Examples of book boundary detection and title extraction. From left to right: the original images,
the results of the conventional boundary detection technique, the results of the first step of the proposed
technique, and the results of the second step of the proposed technique. Book boundaries detected are
shown as black lines. A spurious boundary is shown by a red arrow. Boundaries correctly detected only
by the proposed technique are shown by blue arrows. In the results of the second step of the proposed
technique, title parts extracted are non-shaded.
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