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Abstract

In this paper, the effectiveness of piece-
wise linear two-dimensional warping, a dynamic
programming-based elastic image matching tech-
nique, in handwritten character recognition is in-
vestigated. The present technique is capable of
providing compensation for most variations in
character patterns while its computation remains
tractable. The superiority of the present technique
over several conventional two-dimensional warp-
ing techniques in providing deformation compen-
sation is justified by experimental results with En-
glish alphabet. Another comparison with mono-
tonic and continuous two-dimensional warping, a
more flexible matching technique, reveals that the
present method takes far less computation than the
latter, yet provides almost the same recognition ac-
curacy for most categories.

1 Introduction

Image pattern matching is one of the most
widely used techniques in character recognition.
For handwritten character images, inconsistent
shape variations are often found in different sam-
ples of the character images of the same category.
Here arises the necessity for elastic matching, or
two-dimensional warping (2DW), which is defined
as a pixel-to-pixel mapping with the minimum fea-
ture distance between two given images. This min-
imum feature distance is expected to remain stable
against the shape variations present in the hand-
written character images.

In this paper, we investigate the effectiveness of
dynamic programming (DP)-based piecewise lin-
ear 2DW (PL2DW) method [1] on handwritten
character recognition for its following features: 1)
flexibility to provide compensation for most shape
variations due to translation, rotation, scaling,
skewness, and uneven local deformations, 2) iso-
morphic mapping to prevent excessive warping (a



phenomenon when two character images from two
different categories fit each other), 3) certainty in
providing the optimal solution by virtue of using
DP, 4) feasible computational complexity, 5) ver-
satility with mapping constraints, and 6) data-
driven bottom-up approach to the solution. In
PL2DW, the mapping of each column of one im-
age into another image is given by the linear in-
terpolation of the mapping of several prespecified
points (pivots) on that column. Thus the mapping
is controlled by a small number of points. Though
the linearization imposes a limit on the flexibility
to some extent, PL2DW still provides sufficient
fitting ability for a wide range of character im-
ages. In our investigation, we focus mainly on the
flexibility and complexity issues, where the use of
additional constraints is also considered.
The organization of this paper is as follows. In

Section 2, a brief review of conventional DP-based
2DW methods for handwritten character recogni-
tion is made. The basic principle of PL2DW is
discussed in Section 3. A character recognition ex-
periment using PL2DW is discussed and a perfor-
mance comparison of PL2DW with several 2DW
methods is presented in Section 4. Finally, a sum-
mary is provided in Section 5.

2 Related work

The optimization strategy to determine 2DW
plays an important role in the performance of a
2DW method. Among the optimization strate-
gies, DP is used for 2DW problems for its several
advantageous features – global optimality, versa-
tility with criterion functions and constraints, and
computational stability.
DP-based 2DW methods for handwritten char-

acter recognition can be classified into two groups.
For conventional methods of the first group, pixels
of one column(row) of an image are restricted to
map only on the same column(row) of the target
image. Nakano et al. [2] employed DP in optimiz-
ing the orthogonal mapping of rows and columns

of the peripheral images of Chinese characters.
Tanaka et al. [3] proposed a DP-based dynamic di-
rectional matching method to recognize handwrit-
ten Chinese characters where the optimal 2DW
was provided as a collection of independently op-
timized one-dimensional warping of each column
of the directional images of the target character.
Agazzi et al. proposed an HMM-based method [4],
combining above methods to find an optimized
mapping sequence of columns(rows) where map-
ping of each column(row) was one-dimensionally
optimized. Methods C1, C2, and C3, of Fig. 1
show possible types of warping from[2], [3], and
[4], respectively. All these methods are practical
in the sense that their complexities are polynomial
order of the image size. However, inability to cope
with some common variations of character image
patterns, such as rotation, remains as their limi-
tation.

For the second group, where monotonic and
continuous 2DW (MC2DW)[5] (methodC4 of Fig.
1) is the only candidate, no such restriction de-
scribed above is applied on the mapping of pix-
els of the same row. Though MC2DW is flexible
enough to overcome the limitation of the previ-
ous group, the computation for MC2DW is in the
exponential order of the image size making the
mehtod infeasible for application in real handwrit-
ten character recognition system.

3 Piecewise linear two-dimensional

warping

3.1 Formulation of PL2DW

For N × N reference and input images A =
{a(i, j)
|i, j = 1, 2, ...,N} and B = {b(x, y)|x, y =
1, 2, ...,N} respectively, consider a problem of op-
timizing 2D-2D mapping {x = u(i, j), y = v(i, j)}
from A to B. If the mapping is optimized so that
a pixel on A is mapped to its corresponding pixel
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Fig. 1. Types of DP-based 2DW:(a) allowable direction of mapping, (b) warping examples.

A = {a(i, j)}

pivots

pivot 
locus

N N

N N

B = {b(x, y)}

x

y

i

j

i-1 i

x = u(i, j), y = v(i, j)2D-2D mapping

Fig. 2. PL2DW for K = 3.

on B, the distance

D(A, B) = min
u(i,j),v(i,j)

∑

i

∑

j

|a(i, j)

−b(u(i, j), v(i, j))|(1)
between the two images is expected to be invariant
of any B if B belongs to the same category as A

(that is, if different samples of the same category
are used as input images).
In PL2DW, only K (≤ N) points, called pivots,

of each column of A control the mapping of A

on B (Fig. 2). The mapping of the remaining
(non-pivotal) points of A is determined by linear
interpolation, that is, each column ofA is mapped
as connected line segments on B. Examples of
image pattern matching using PL2DW are given
in Fig. 3.

Pivots are given as K continuous non-
intersecting lines (pivot loci) on A. Since each
column of A can only bend at pivots while be-
ing mapped on B, it is desirable that the pivots
should be arranged in such a way that their map-
ping can correspond to the bending and stretching
points on B, giving a fair matching between im-
age patterns of the same category. On the other
hand, poor matching between two character im-
ages of different classes is also desirable as well.
Pivots are arranged artificially considering these
two factors.

Monotonicity and continuity constraints are im-
posed on the pivot mapping in order to realize
isomorphic mapping. These two constraints en-
sure that the mapping of each of the K continuous
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Fig. 3. Matching examples using PL2DW.

pivot loci on A will be (approximately) continu-
ous, and will not intersect with each other. Bound-
ary conditions are also imposed on the mapping to
ensure that the boundary of A will be mapped on
the boundary of B. Furthermore, pivot mapping
is limited to a small range w(> 0) called warp
range. Finally, a weighted penalty which evalu-
ates the degree of local deformation is imposed
on the pivot mapping in order to further suppress
excessive warping.

PL2DW is considered as strong against varia-
tions in handwritten character images due to ro-
tation, skewness, and uneven local deformations
(Fig. 4). Compensation for variations due to
global translation and scaling using PL2DW needs
a relatively large value of K. Nevertheless, com-
pensation for these variations can be provided eas-
ily during the preprocessing phase of input charac-
ter images. Therefore, PL2DW can be applied to

BinputAreference

rotation skewness
uneven local 
deformation

Fig. 4. Compensation for variations in hand-

written character images by PL2DW.

handwritten character recognition with small K.

3.2 DP algorithm

The globally optimal PL2DW, which minimizes
the criterion function of Eq.(1) satisfying above
constraints, is obtained by a DP-based algorithm,
where the PL2DW between A and B is specified
as the optimal state transition sequence in a mul-
tistage decision process. See Appendix for details
on this algorithm. In order to reduce the com-
putation in the case of higher w, less promising
search paths are pruned off with the help of beam
search technique incorporated into the algorithm.
For PL2DW, computational complexity is ex-

ponential order of the number of pivots K and
polynomial order of the image size N . Therefore,
the computation of PL2DW is tractable with small
K, which is sufficient to provide compensation for
variations present in most character images. That
is why PL2DW is considered as feasible to im-
plement in handwritten character recognition sys-
tems.

3.3 Additional constraints for individual cate-
gories

Since DP is used as the optimization strategy
in PL2DW, incorporation of additional constraints
into the above algorithm in order to reduce ex-
cessive warping is not difficult. Character images
of several specific categories, due to their resem-
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Fig. 5. The effect of additional constraint: (a)

excessive warping with conventional PL2DW,

(b) suppression of excessive warping with the

use of an additional local constraint.

blance to the ones of some other categories, are
vulnerable to excessive warping. For example, it
is found experimentally that the reference pattern
for character ’H’ shows the tendency to mismatch
with input pattern of character ’M’ (Fig. 5(a))
due to excessive warping. In order to prevent
such warping, additional constraints can be im-
posed both globally/locally when those character
images are concerned. As a remedy to the problem
in above example, the pivot mapping of character
image ’H’ is constrained such that the images of
any two consecutive columns near the vertical axis
of character image ’H’ maintain a piecewise paral-
lel property (Fig. 5(b)).

4 Experimental result and analysis

4.1 Experimental data

English capital letter patterns from the ETL6
database, a database of Japanese and English let-
ters supplied by Electrotechnical Laboratory, were
used where each 64× 63 pattern was binarized, fil-
tered out from noises, and normalized to fit in a
64 × 63 frame. Directional features [6], [7] in the
directions of [—, \, |, /] were extracted from the
contour of each normalized pattern. Then both
the intensity pattern and the directional patterns

(a)

(b)

Fig. 6. An example of intensity and directional

feature patterns for each of the directions [—,

\ ,|, /] :(a) reference pattern, (b) input pattern.

Table 1. Recognition accuracy(%) of PL2DW
warp range w

0 1 2 3 4
97.4 98.3 98.6 98.3 98.0

were down-sized to 16×16 rectangular frames cen-
tered on a 20× 20 pattern plane. Finally, blurring
and histogram equalization operations were then
carried out only for directional patterns.
Each reference pattern A was prepared by his-

togram equalization after taking the average of
the first 100 samples for each category. Each of
the next 1000 samples for each category was used
as input B. The total number of input patterns
stood at 25895 after samples with poor prepro-
cessing were omitted from the experiment. Fig.
6 gives an example of a reference and an input
pattern.
The positions and the direction of pivots on

each reference pattern (Fig. 7) were decided con-
sidering the results of preliminary experiments.

4.2 Recognition result of PL2DW

A recognition experiment was conducted in or-
der to measure the basic performance of PL2DW
for different warp range w (that is, no additional
constraint was used). The minimum distance
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Fig. 7. Arrangement of pivot loci on reference patterns.

Table 2. Recognition accuracy (%) of three dif-

ferent 2DW methods and PL2DW
C1 C2 C3 PL2DW (w = 2)
97.6 97.5 97.8 98.6

D(A, B) between input A and reference B was
used as the discrimination function for each input
pattern. The result of the experiment is summa-
rized in Table 1. In the table, the recognition ac-
curacy corresponds to rigid matching when w = 0.
It is clear from the table that best recognition ac-
curacy was achieved when w = 2.
Patterns misrecognized with the present

method were investigated for the possible cause
of misrecognition. Among the 386 misrecognized
patterns, about 59% have been identified as the
result of excessive warping. The remaining 41%
have been identified as the result of insufficient
matching.

4.3 Comparison with other DP-based 2DW meth-
ods

In order to verify the effectiveness of the present
method in deformation compensation, recognition
experiments have been conducted using three dif-
ferent 2DWmethods whose flexibility is illustrated
asC1 ,C2, andC3 of Fig. 1. Penalty weight, warp
range, and the orientation (row-wise or column-
wise) are optimized for each of these methods. It

should be noted that in order to evaluate the effect
of warping flexibility the same criterion function
in Eq.(1) and the same image features (intensity
and directional) were used for each of these meth-
ods. Results are summarized in Table 2. From
the result it is clear that PL2DW establishes its
superiority over any of the compared methods.
The performance of PL2DW was also compared

with that of MC2DW, which is nearly equivalent
to the PL2DW with K = N . MC2DW, with
optimized warp range and penalty, gives slightly
better recognition accuracy (98.9%) than PL2DW
(98.6%). However, the time required to recog-
nize single character for MC2DW (110.8 sec) is far
longer than that for PL2DW (3.4 sec) on a Sun
Ultra2 (SPECint 95:12.3, SPECfp 95:20.2) com-
puter. Furthermore, a comparison in recognition
accuracy for each category (Fig. 8) unveils that
the performance of PL2DW is close to that of
MC2DW for recognition of most of the character
categories except for categories ’E’, and ’S’. Thus,
it can be said that PL2DW, despite its somewhat
reduced flexibility comparing with MC2DW, has
the ability to provide compensation for variations
present in most character images.

4.4 Effect of additional local constraints

From the error analysis of Section 4.2, exces-
sive warping is identified as the principal cause of
misrecognition. Additional local constraint tech-
nique, discussed in Section 3.2, is considered to
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Fig. 8. Category-wise recognition accuracy of PL2DW and MC2DW

solve the problem. The effectiveness of this tech-
nique was experimentally investigated. Local con-
straints were imposed on the reference patterns of
categories ’H’ and ’Y’ since these two categories
show obvious tendencies to mismatch with input
patterns of ’M’ and ’T’, respectively. The effec-
tiveness of this technique is verified by the fact
that about 20% and 30% of previously misrecog-
nized ’M’ and ’T’ have been recognized. The over-
all recognition accuracy improved to 98.8%.

5 Conclusion

We have investigated the effectiveness of piece-
wise linear two-dimensional warping (PL2DW)
in handwritten character recognition. Experi-
mental results clearly indicate that the present
method has more flexibility than conventional DP-
based 2DW methods to provide compensation
for deformations in character images. Another
comparison with a more flexible DP-based 2DW
method (monotonic and continuous 2DW) shows
that PL2DW, despite its reduced flexibility, has
the ability to compensate deformations almost as
same as that of the former; moreover the latter
takes considerably less computational time.
Additional local constraints have been imposed

to control excessive warping successfully. Intro-
duction of this technique also shows the advantage

of using DP as the optimization method which al-
lows to incorporate such constraints.
PL2DW, being inherently a structural analy-

sis process, provides information on pixel-to-pixel
correspondence between input and reference im-
ages. Some post-processing using this information
is expected as a promising extension to the present
framework.
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Appendix: Detailed DP algorithm

PL2DW between images A and B can be
viewed as an optimal state transition problem in a
multistage decision process. A DP algorithm that
searches for the optimal state transition sequence
on the multistage decision process is given in Fig.
A·1. Here, each column i of image A constitutes
a stage in the decision process, and the mapping
of the pivots of column i of A denoted as xyK(i)
or xy for short, satisfying boundary conditions
constitutes a state in that stage. The set of all
such xy is denoted as XY K(i), or simply XY .
In addition, the set of xyK(i − 1) ∈ XY K(i − 1)
satisfying monotonicity and continuity conditions
is denoted as XY K(xy)(Fig. A·2). Transition to
xy is valid only from any state xy of XY K(xy).
The transition cost to state xy, denoted as

d(xy|i), is defined as

d(xy|i) =
ji,K∑

j=ji,1

|a(i, j)− b(u(i, j), v(i, j))|

/* Initialization */
for each xy ∈ XY K(1) do

g(xy|1) := d(xy|1)
/* Recursion */
for i = 2 to N do

for each xy ∈ XY K(i) do

g(xy|i) := d(xy|i) + min
xy∈XYK(xy)

g(xy|i− 1)

/* Termination */

D(A, B) := min
xy∈XYK(N)

g(xy|N)

Fig. A·1. A DP algorithm for PL2DW

where u(i, j), v(i, j) is given by xy. The quan-
tity g(xy|i) refers to the cumulative state transi-
tion cost up to stage i with the final state being
xyK(i).
The algorithm terminates at stage N , where

the lowest g(xy|N) gives the distance D(A, B).
If necessary, the optimal warping, that is opti-
mal pivot mapping sequence can be obtained from
backtracking operation (not present in the above
algorithm).
It should be noted that in the experiments, an-

other slightly complex DP algorithm with even re-
duced computational complexity was used where
each pivot is considered as a stage. Nevertheless,
these two algorithms differ in the definitions of
stage and states, and eventually lead to the same
solution for two given images.
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Fig. A·2. An example of (a) state, (b) corre-

sponding set of previous states from where

transition is possible.


