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Abstract

This paper proposes a novel dewarping technique for
document images of bound volumes. This technique is a
kind of model fitting techniques for estimating the warp of
each text line by fitting some elastic curve model to the text
line. Differing from conventional techniques, the proposed
technique is applicable to document images including lo-
cal irregularities such as formulae, short text lines, and
figures, since the proposed technique dewar ps whole docu-
ment images by fitting splines while considering the global
optimality that specifies the desirable relationship among
the splines. The experimental results on several document
imagesincluding the local irregularitiesindicated the effec-
tiveness of the proposed technique. The experimental result
also indicated the effectiveness of the vertical division of
a document image into some partial document images for
more accurate dewar ping.

1. Introduction

Nonlinear warps are often observed in document images
of bound volumes, if those images are captured by a flat-
bed scanner. Similar warps will be observed if document
images are captured by adigital camera. In order to recog-
nize such document images by commercial OCR, dewarp-
ing should be performed in advanced to text line extraction
because most text line extraction techniques employed in
OCR assume that text lines are straight.

Dewarping techniques can be classified into the follow-
ing three types. (i) stereo or other 3D measurements[1, 2],
(i) shape-from-shading[3], (iii) model fitting[4, 5, 6]. The
third type is the technique which estimates the warp of each
text line by fitting some elastic curve (or surface) model to
the text line. This model fitting-based dewarping technique
is the most widely applicable one among the above three
types because it needs neither calibration, known parame-
ters, nor special devices.

The model fitting technique proposed by Zhang et al.[4]
divides a document image into a shaded area and a non-
shaded area, and then fits quadratic functions to the text
lines in the shaded area and fits linear functions to the text
lines in the non-shaded area. Wu et a. [5] have proposed
a dewarping technique where a nonlinear curve is fitted to
each text line by tracking the character boxes on the text
line.

In those conventional techniques, the fitting of an elas-
tic curve to a text line is optimized locally. Thus, for rea-
sonable results, it should be carefully considered that there
might be erroneousdly fitted curves due to local irregulari-
ties such as formulae, figures, short text lines, large gaps
between words, font designs, etc. In fact, in [5], the erro-
neously fitted curves are detected and excluded by a post
processing based on several heuristics.

In this paper amodéd fitting technique with the following
propertiesis proposed:

e Thewarping model of adocument image is defined as
aset of cubic splines.

e Each cubic spline is nonlinearly fitted to atext line or
a space between text lines.

e Thesplinesare optimized globally. That is, the splines
depend on each other at their optimization.

The essential difference of the proposed technique from the
conventional techniques is the last property. Namely, the
splines are optimized while considering their global good-
ness on the whole warping model. This property is quite
useful to make the dewarping result robust to the local ir-
regularities. The second property implies another promis-
ing property that the spaces between text lines are utilized
for stable results.

The rest of this paper is organized as follows: In Sec-
tion 2, our warping model is defined and then the dewarp-
ing problem is formulated as a global optimization prob-
lem. An optimization agorithm based on dynamic pro-
gramming (DP) is also provided. In Section 3, several ex-



perimental results are provided. Unfortunately, those ex-
perimental results confess that the proposed simple warp-
ing model should be improved for perfect dewarping re-
sults. The experimental results, however, emphasize suc-
cessfully that the proposed global optimization framework
possesses enough ability to provide stable dewarping results
even when document images include several local irregu-
larities that disturb the dewarping results provided by the
conventional techniques.

2. Dewarping by global optimization

2.1. War ping model

The proposed warping model of a binarized document
image (H pixel height and W pixel width) is defined as a
set of H cubic splines. As shown in Fig. 1, the ith spline
(1 < i < H)iscontrolled by the positions of three nodes,
P = (a;,1),Q = (¢,6;),and R = (y;, W). The node P
is the left-most point of the spline and moves vertically by
controlling ov;. The node R is the right-most point of the
spline and also moves vertically by ~;. The remaining node
Q is the center point of the spline and moves horizontally
by ;. The cubic spline which passes those three points can
be uniquely determined by «;, 8;, and ;. Our technique
theoretically can compensate an arbitrary warp represented
by the cubic spline. *

One of the nove features of the proposed techniqueisthe
use of constraints between the warpings of adjacent lines.
Specifically, the following constraints are imposed in order
to avoid large gaps between adjacent splines and intersec-
tions of the splines and improve the robustness against the
local irregularities:

0 < aj—a;-1 <2,
-1 < Bi—pi-1 <1, 1)
0 < v—7vi-1 < 2

With these constraints, we cannot optimize thefitting of the
ith spline (i.e., we cannot optimize the parameters «;, 5;
and ;) independent of the (¢ —1)th and the (¢ + 1)th splines.
In other words, the splines are optimized while considering
their global goodness on the whole warping modd (i.e., al
the H splines).

Note that the proposed warping model is “dense” in the
sense that the above splines are prepared at all vertical po-
sitions i. Thus, the splines are fitted to not only text lines
but also spaces between text lines. While the splines fitted
to the spaces may seem somewhat redundant, they play an

1From a practical viewpoint, the cubic spline model is slightly mod-
ified when the spline has “over-shoot” defined as the part outside of the
circumscribing rectangle of P, @, and R. The over-shoot part is clipped
and connected by a straight line. This modification is very naive but ef-
fective for improving the accuracy of the spline model on approximating
actual warped text lines.

R=(7i, VX).
|20 )
P=(oy, 1)

Figure 1. The ith spline, controlled by three
nodes.

/* DP recursion */

1. fori:=1to H dobegin
2. for al possibled; = (a;, 8;,7:) do begin
3: g(0sli) := {f(0il) + wA(bs, 0i-1)}
i 0 —1
T et g, 90T = 1)
4 b(6;i) := argmin g(¢'|i — 1)
0'cPrev(6;)
5: end
6: end

[* Back-tracking */
7. 0% :=argming, g(0x|H)
fori:= H —1downtoldo
07 :=b(671]i + 1)

Figure 2. DP algorithm for globally optimal
parameters {6¢ | i = 1,...,H}, where 6 =
(a?,B7,77)-

important role in the proposed technique as shown in the
followings.

2.2. Criterion of mode fitting

In the proposed technique, spaces between text lines are
emphasized. The spaces are useful because they often ex-
press the warping of a document image more clearly and
stably than text lines. That is, while text lines are often dis-
continuous by the gaps between words and sometimes very
short, spaces between text lines are generally continuous
and long. Thus, the splinesfitted to the spaces will be more
reliable than the onesfitted to the text lines.

According to this strategy, the optima fitting problem
can be formulated as the minimization problem of the fol-
lowing criterion function which evaluates the fitting of H
splines,

H
J=Z{f(97;|i)+w)\(61,61_1)}, 2

whered; = (s, 8;,v:) and w is apositive constant.

The function f evaluates the difference between the
spline model and actual warp on the document image, espe-
cially emphasizing spaces between text lines. The function



units in the network. We consider this e)_(ample 1o be a simplified case.
[Lis possible L0 imagine hidden units which respond to palllems among
the input units. In the general case, We, of course, recopnize that hid-
den units would be required to give diffgrent coalitions enough coher-
ence. AS We have pointed out elsewhgrfe in tbe book (cf. Chapter 2' and
Chapter 8), multilayer systems containing hidden units are sometimes
required o carry out certain computations. In the present insltance,
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Figure 3. Warped document images.

f issimply defined as

0 if the spline specified by 6;
does not pass any black pixel,

f0i]i) = ©)

1 otherwise.

Thus, the function f attains O only if the spline isfitted to a
space between text lines. If the spline passes across a text
lineor lieson atext line, thevalue of f becomesworsg, i.e.,
f=1

Thefunction X is aregularization function to relieve the
following two properties of the function f;

e Theevaluation by f isrough and ambiguous. Thus, for
example, the splines with irregular intervals and those
with regular intervals may have the same value of J.
The splines placed with regular intervals are better in
most cases.

e Ifonly fisusedin J, the splines tend to avoid being
fitted to text lines.

The function \ isintroduced to pendize irregular intervals
and defined as

XOi,0i—1) = | — i1 — 1|+ (8 — Bi-1]

+vi — i1 — 11, 4)
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Note that if only A is used in J, the optimized splines are
the straight horizontal lines placed with perfectly regular
intervals.

The above criterion function f assumes that a document
image doesnot include an elongated near-vertical black area
due to shading. One remedy to relax this assumption is the
use of a sophisticated binarization technique to remove the
shading. Another remedy is dlight modification of the crite-
rionfunction f. For example, we can modify f to disregard
the pixels whose vertical black run-length exceeds a thresh-
old.

2.3. Dynamic programming-based algorithm for
globally optimal dewarping

The globally optimal dewarping problem is now formu-
lated as the constrained minimization problem of J with re-
spectto {a;, Bi,vi |t =1,2,..., H}. Sincethe constraints
of (1) and the regularization function A\ are defined between
adjacent lines, 7 and ¢ — 1, the problem can be solved by DP.

Figure 2 shows a DP-based algorithm for the problem.
Step 3 is the so-called DP recursion. The set Prev(6;) is
theset of 0,1 = (aj—1, Bi—1,vi—1) Which satisfy the con-
straints of (1) with ; = («, 5;,7:). By repesting Step 3
fromi = 1 to H for all possible splines #;, the minimum
valueof J isobtained asming,, ¢g(0y | H). Thenthe back-
tracking operation using the back-pointer stored by Step 4
providesoptimal fitting parameters {09 = (a2, 52,~?) | i =



(d)

Figure 4. Optimized splines. Plotted on every 15 lines for visibility.

units in the network. We consider this example to be a simplified case.
It is possible to imagine hidden units which respond 1o patterns among
the mput units. In the general case, we, of course, recognize that hid-
den units would be required to give different coalitions enough coher-
ence. As we have pointed out elsewhere in the book (cf. Chapter 2 and
Chapter 8), multilayer systems containing hidden units are sometimes
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Figure 5. Dewarped images.
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Figure 6. Dewarping limited to the region of
curved lines.

1,2,..., H}. Oncethese optimal parameters are found, the
dewarped image is obtained immediately by sifting every
pixel on the ith spline verticaly to the ith row of the de-
warped image. A practical problem is a huge amount of
computations. Specifically, O(H3W?2) computations are
required. One of remedies to relax this problem is the use
of prunning in the DP search algorithm.

3. Experimental results

Figures 3, 4, and 5 show warped document images ob-
tained by a flat-bed scanner, optimized splines, and de-
warped images, respectively. In these figures, the image (a)
consists of full lines only, (b) contains short lines such as
atitle and formulae, (c) contains a figure, and (d) isin the
double column format. Note that the weight w was set at 1
by some preliminary experiments.

The conventional techniques that estimate local warps
by using the connectivity of text line (e.g., [5]) may fail
in the cases of (b) and (c), i.e., document images including
short text lines, formulae, or figures, since the connectivity
of lines are broken many times. On the contrary, the pro-
posed technique achieves appropriate fittings in the whole
document images for al the cases.

It is observed that warps till remain in the dewarped
images of Fig. 5. The most dominant reason of such re-
sultsisthe limited expression ability of our warping model.
These results indicate that the cubic spline with three nodes
(Fig. 1) cannot simulate the actual warping of text lines
completely. There are the following remedies for solving
this problem;

e Improving expression ability of the cubic splines, such
as assigning more control nodes around the curved part
of the text lines, and vertically dividing a document
image into some partial document images.

e Employing a more accurate warping model of bound
volumes, such as [6, 7]. Especialy, the employment of
acylinder model [6] is promising for our framework.

According to the first remedy, we have experimented
with a local improvement of the expression ability of the
warping model by limiting the region of fitting. Only the
curved parts of the lines in Fig. 3(a) were extracted man-
ually and then dewarped using three control nodes. It is
found that almost no warps remained in the resultant image
(Fig. 6), comparing with the result of Fig. 5(8). It indicates
that the model was fitted to the lines with a higher accu-
racy. Thisresult indicatesthat it is effective to dewarp after
vertically dividing a document image into some partial doc-
ument images.

4. Conclusion

We have proposed in this paper a dewarping technique
of document images. Differing from the conventional tech-
niques, this technique is applicable to document imagesin-
cluding formulae, short text lines, or figures, since the pro-
posed technique dewarps whole document images by fitting
splines while considering the global optimality that speci-
fiesthe desirable relationship among the splines. The exper-
imental results on several practicd document images have
indicated the effectiveness of the proposed technique. Our
experiment has also indicated the effectiveness of the ver-
tical division of a document image into some partial docu-
ment images for more accurate dewarping.

The construction of amore accurate line-warping model
while reducing the computational complexity is one of our
future works.
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